
 

Forgot to say last lecture
each iteration of Chebyshev only requires

1 multiplication of a vector by A and

a constant number of vector operations

It produces it from Att e and Xt z

Today The matrix norm and conjugate gradient

Recall HUA EAT HA2xk for A to

F is an E approx solution to Atb if

HE xHA E KHA

Richardson and Chebyshev produce these

Lef p be a polynomial st 11pctA IKE E

Then KpCAH HIA HA pCAAx t xt

H PLA A I A 2 11 because A commutes

with PCH

HPHIA III Ht xH

e e KHA



A general solver might not commute For these 11Ka
is tight measure of approximation

Them For A Z to

H ZA x HIA k EHHIA for all X H

iff l e A K Z E KetA

proof
I Ax HA A I xH e ellA'kill

tty f A E Il ZA I yH e ell'll

HAMZA IH E E

S E I k A ZA I te e I by symmetric

C E I k A ZA E CHE I

Ct4A kZhCke

Say want to approximate
4 eiguee of X of A

Use power method on A
1

This tells us could use power method on
2

If X In he 3 small gap poormethod on

ie I A is slow But gap in A is big



Iter methods find solutions in

spar of b Ab Ab Atb St A b

Called 1 st Krylov subspace

CG will solve

arg min Htt HIA
Xt C St

using t multiplies by A

cud att vector operations

First 11kt tha XI Art 2xTAxtt XTAX

XIA Xt 2bTxt c xTAx

We do not know xTAx

But Minimizing xIAxt 25TH is the same

t

let Po c Pt be a basis of St X 2 capt E

XIA Xt 25TH GPIYA 5gPj 215 Ici Pi

CipitAPi 2 cibtpitf.q.ciCj PIA Pj

CG constructs Po pt sit this is Eero



That is PIA o for it j

Thus only need to minimize

i PitApi 2CibTp

Do by setting Ci bTPi
PitAPit

That is Xt Z pi bTPi
E o PEAPI

so.addoreuectortogofomxt.it

Po Pt is an A orthogonal basis

Po b Note is like

P Apo but wait PotAP 0 thinningGranSchmidt

so set p A PotApo Ct Aib
Po Po

PotA Do

Because need to compensate for PotA Po

General formula is

t PIAZPt
Pta Apt Pi

Eo PIA P

because PIA'pt or left PitApi or rightPIA Pi



and PitApj O fo it j

We can compute Ptt quickly because

PEA Pt O for i at I

because A Pi E span Po Pitt which are A orthogonal

to Pt for ith t

P Apt PIPE Pt PttA
ftp.APt PtCAPE 1

So we can compute pet by a const of multipliesby A

aid vector operations

Are ways to amuse these computations

to make them very fast



How good is CE Never needs n iterations

In fact never more than distinct eigenvalues

Let Xi he be the eiguals of A withoutrepetition

9CH II ki x

i
9Cail o
9 9 1

So should get exact solution after
k steps

For sparse matrices with 0cal uorteros

this takes time 0Coil and space 0cal

In contrast writing A takes space 044 ingeneral

and longer to compute

For Laplacian of Hypercube

has only log a distinct eigenvalues

So log n iterations


